Reg. No. ________








  



  

Karunya University

(Declared as Deemed to be University under Sec.3 of the UGC Act, 1956)
Supplementary Examination – July 2008 

Subject Title: 
DATA MINING TECHNIQUES





              Time : 3 hours
Subject Code: 
CA262



         





          Maximum Marks: 60           
       








                      

Answer ALL questions 

PART – A  (10 x 1 = 10 MARKS)

1.
Define data mining.

2.
What are the issues to be considered for data integration?

3.
What is a maximal frequent set?

4.
State the use of a decision tree in classification.

5.
What are the classifications of hierarchical methods in clustering?

6.
How are association rules from large databases?
7.
What is linear regression?

8.
How is prediction different from classification?

9.
What is cluster analysis?

10.
What are interval – scaled variables?

PART – B  (5 x 2 = 10 MARKS)

11.
What are OLAP operations?

12.
Explain the concept hierarchy in data mining.

13.
What is FP-growth? State its use.

14.
Write the steps in data classification. 

15.
Given two objects represented by the tuples (22,1,42,10) and (20,0,36,8).


a.
Compute the Euclidean distance between the two objects.


b.
Compute the Manhattan distance between the two objects.

PART – C  (5 x 8 = 40 MARKS)

16.
What is KDD process? Explain the steps involved in it.

(OR)

17.
Explain the multidimensional data model used in data warehousing.

18.
Explain briefly about the data reduction techniques.          

(OR)

19.
a. 
Explain the normalization methods used for data transformation. 




(6) 


b.
What are data mining primitives? 











(2)        

20.
a.
Giving the following database with 5 transactions and a minimum support threshold of 


60%, find all frequent item sets using  Apriori algorithm. 






(6)




TID Transaction




T1 {A, B, C, D, E, F}




T2 {B, C, D, E, F, G}




T3 {A, D, E, H}




T4 {A, D, F, I, J}




T5 {B, D, E, K}
[P.T.O]


b. 
State any two techniques to improve the efficiency of  Aprior algorithm. 


(2)

(OR)

21.
Explain the FP-growth algorithm with an example. Compare it with Apriori algorithm.

22.
a. 
Discuss the pruning process in decision tree induction algorithm. 




(4) 


b. 
Explain the measures used to select the spiltting attribute. 






(4)

(OR)

23.
State the Bayes theorem. Explain the classification using bayes therom. 

24.
What is a cluster? Explain the clustering using partitioning and hierarchical methods. 

(OR)

25.
a. 
What are the different types of data in cluster analysis? 






(4)


b. 
State any four requirements of clustering algorithms. 







(4) 







